
Predicting Daytime Sleepiness from Electrocardiography Based Respiratory
Rate Using Deep Learning

Emmi Antikainen1, Rana Zia Ur Rehman2, Teemu Ahmaniemi1, Meenakshi Chatterjee3

1 VTT Technical Research Centre of Finland Ltd., Tampere, Finland
2 Newcastle University, Newcastle Upon Tyne, United Kingdom

3 Janssen Research & Development, Cambridge, MA, USA

Abstract

Daytime sleepiness impairs the activities of daily living,
especially in chronic disease patients. Typically, daytime
sleepiness is measured with subjective patient reported
outcomes (PROs), which could be prone to recall bias. Ob-
jective measures of daytime sleepiness, which are sensitive
to change, would benefit the assessment of disease states
and novel therapies that impact the quality of life. The pre-
sented study aimed to predict daytime sleepiness from two
hours of continuously measured respiratory rate using a
1-dimensional convolutional neural network. A wearable
biosensor was used to continuously measure electrocar-
diography (ECG) based respiratory rate, while the partic-
ipants (N=82) were asked to fill in Karolinska Sleepiness
Scale three times a day. Considering the need for a sleepi-
ness measure for chronic diseases, neurodegenerative dis-
ease (NDD, N=14) patients, immune-mediated inflamma-
tory disease (IMID, N=42) patients, as well as healthy par-
ticipants (N=26) were included in the study. The disease-
agnostic model achieved an accuracy of 63% between non-
sleepy and sleepy states. The result demonstrates the po-
tential of using respiratory rate with deep learning for an
objective measure of daytime sleepiness.

1. Introduction

Chronic disease patients commonly experience sleep
disturbances and fatigue, which contribute to daytime
sleepiness. Daytime sleepiness, in return, interferes with
the activities of daily living, ultimately deteriorating the
quality of life [1]. It affects cognitive functionalities, in-
creasing the risk of falls resulting in injuries and increased
healthcare costs [1, 2]. For instance, among Parkinson’s
Disease (PD) patients, over 35 % experience excessive
daytime sleepiness [3]. Objective measurement of daytime
sleepiness is important for both assessing new therapies
and evaluating the effect of interventions.

Currently, daytime sleepiness is assessed with subjective

patient reported outcomes (PROs), such as the Karolin-
ska Sleepiness Scale (KSS) or the Epworth Sleepiness
Scale. However, such subjective measures suffer from re-
call bias [4]. Objective measures of the physiological signs
of sleepiness could provide better accuracy, reliability, and
continuous assessment. Electrocardiography (ECG) based
wearable sensors can facilitate the continuous monitoring
of chronic disease patients in free-living settings and may
capture how the disease affects the patient’s daily-living.

Previous studies on patients’ daytime sleepiness pre-
diction have utilized clinical data or laboratory measure-
ments [5,6]. To our knowledge, sleepiness prediction with
wearable sensors in free-living settings has not been stud-
ied extensively: Igasaki et al. predicted sleepiness from
respiratory signals with support vector machines during a
simulated drive, achieving an 89 % accuracy, whereas Bao
et al. used wearable body temperature sensing to assess
sleepiness over two days [7,8]. Both studies only included
a small sample (6-7) of healthy adults measured for a short
time in simulated or restricted free-living settings.

One intuitive manifestation of daytime sleepiness in res-
piration is yawning. Previous studies have established that
yawning frequency increases with sleepiness [9, 10]. This
study uses deep learning (DL) to predict patient reported
daytime sleepiness from continuously measured respira-
tory rate, which is often readily measured by modern wear-
able sensors and may offer an easily accessible continu-
ous measure for sleepiness. The proposed disease-agnostic
model uses a 1-dimensional convolutional neural network
(1D CNN) and builds on a longitudinal multi-site data
set, covering several days of respiratory rate and KSS
responses (three times a day) collected from 82 volun-
teers, including neurodegenerative disease (NDD) patients
(N=14), immune-mediated inflammatory disease (IMID)
patients (N=42), and healthy participants (N=26).

2. Material and Methods

The study is based on the data collected in the IDEA-
FAST feasibility study [11, 12].
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2.1. Study participants

The study data comprised a total of 82 volunteered
adults, including NDD patients (N=14), IMID patients
(N=42), and healthy volunteers (N=26). The NDD group
comprised patients with PD (N=8) and Huntington’s Dis-
ease (HD, N=6). The IMID group included Inflammatory
Bowel Disease (IBD, N=10), Primary Sjögren’s Syndrome
(PSS, N=13), Rheumatoid Arthritis (RA, N=7), and Sys-
temic Lupus Erythematosus (SLE, N=12).

The participants were recruited at four sites, and the eth-
ical approvals were granted (in June to November 2020)
by the research ethics committees of each site: the eth-
ical committee of the Medical Faculty of Kiel Univer-
sity (K) (D491/20), Newcastle upon Tyne Hospitals Na-
tional Health Service Foundation/Newcastle University
(N), Erasmus University Medical Centre in Rotterdam
(E), and George-Huntington-Institute in Muenster (G). The
study was registered in the German Clinical Trial Registry
under DRKS00021693.

2.2. Study protocol

The participants wore a patch sensor, VitalPatch, on
their chest [13]. It adheres to the skin, and its battery lasts
up to seven days. VitalPatch uses a single lead ECG (and
partially a tri-axial accelerometer) to derive respiratory rate
readings at 0.25 Hz. It is a class IIa medical device with
FDA clearance. The participants wore the biosensor for
five consecutive days at a time in free-living settings. The
wear period was repeated up to four times during their en-
rollment and was always followed by at least two rest days.

The PRO for daytime sleepiness was collected using the
KSS, which was prompted three times a day (at 13:00,
17:00, and 21:00 local time) via a smartphone application,
the VTT Stress Monitor App [14]. The KSS was available
for a response for 3 hours in the early and late afternoon
and 2.5 hours in the evening. The response was selected
from a drop-down menu list of ten options, ranging from
”extremely alert” to ”extremely sleepy”.

2.3. Data pre-processing

The respiratory rate data were pre-processed by sorting
the timestamps into monotonically increasing order while
removing duplicates and by removing (a) manufacturer-
defined invalid values, (b) values beyond the range of 4–60
breaths per minute (bpm), and (c) contextual outliers [15].
For (c), each value was compared to the mean of the sur-
rounding ±1.5 minutes of data and removed if the in-
spected value differed from the mean by more than 50%.
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Figure 1. Samples of 2h respiratory rate signals associated
with sleepy (blue) and non-sleepy (orange) states. A row
shows two samples from an individual randomly chosen
from the NDD (top), IMID (middle), and healthy (bottom)
groups. The KSS levels (0–9) are shown in the legend.

2.4. Deep learning approach

A 1D CNN was employed to learn respiratory rate pat-
terns and classify the samples into two target classes:
(1) non-sleepy and (2) sleepy. The non-sleepy class was
defined as KSS levels from “extremely alert” to “rather
alert” (indexed 0 to 3), whereas the sleepy class was rep-
resented by KSS levels from “neither alert nor sleepy” to
“extremely sleepy” (indexed 4 to 9).

The respiratory rates over the 2 hours preceding a KSS
response was selected as the prediction input. Thus, the
input samples were 1800-value time series. Any missing
values were padded with zeros; however, a respiratory rate
coverage of at least 90% was required in the 2h window.
The coverage was evaluated as the number of observations
compared to the observations expected per the sampling
frequency. Additionally, for each participant, at least six
eligible 2h windows with a corresponding KSS score were
required, to capture variation within subject. Figure 1 de-
picts some eligible samples coupled with the KSS scores.

The 1D CNN model was built from two convolutional
layers coupled with max pooling and dense layers. Recti-
fied linear units were used for activation. The training set
samples’ average respiratory rate and standard deviation
were used to standardize the prediction input. The final
layers consisted of a dropout layer and a dense layer with
softmax activation. The weighted sparse categorical cross-
entropy loss function was used together with the Adam op-
timizer. Model performance was measured via classifica-
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tion accuracy, sensitivity, and specificity.
The dataset was grouped by the participant and split ran-

domly into training and test sets, with 20 % of the subjects
held out for testing. The training set was further split by
5-fold cross-validation (CV), and the cross-validation was
utilized in hyperparameter selection. The final model was
trained on the full training data and tested on the held-out
20 % test set. During training, 10% of training data were
used to estimate validation metrics and over-fitting.

3. Results
Table 1 shows the participants’ demographics. The mean

age was 50.9 (±16.1) years, time since diagnosis 11.1
(±9.2) years, and body-mass index 23.8 (±7.2) kg/m2.

Each participant wore the patch-like sensor for 3–12
days while responding to KSS questionnaires. The total
number of 2h respiratory rate samples coupled with a pa-
tient reported sleepiness score was 1255, comprising 187
samples for NDD patients, 708 for IMID patients, and 360
for the healthy group. Whilst a minimum number of 6 sam-
ples was required, the mean number of obtained samples
was 15 (maximum was 30).

The architecture of the 1D CNN is summarized in Fig-
ure 2. The hyperparameter optimization yielded a batch
size of 30 samples, a learning rate of 0.0001, 50 % dropout
rate, and kernel size 5 in the first and 3 in the second convo-
lutional layer. Additionally, the second convolutional layer
included an L2 regularization factor of 0.1.

In the cross-validation, the 1D CNN model achieved
an average accuracy of 58.3%, sensitivity of 62.5%, and
specificity of 52.6%, as detailed in Table 2. Over-fitting
was monitored via the training and validation loss curves,
and the training was limited to 25 epochs.

The final model achieved 62.6 % accuracy, 57.2 % sen-
sitivity, and 69.2 % specificity in a held-out test set. Based
on observations during CV, early stopping was applied af-
ter the training and validation loss diverged beyond 0.05
from each other for three consecutive epochs. The test set

Table 1. Participant demographics by participant group.

NDD IMID Healthy
Study sites K, G E, K, N E, G, K, N
Number 14 42 26

Female 7 34 12
Male 7 8 14

Age (mean±SD) 53.6
(±12.6)

53.1
(±16.0)

46.1
(±17.4)

Years since diag-
nosis (mean±SD)

4.3
(±2.5)

13.5
(±9.4)

–

Body-mass index
(mean±SD)

24.0
(±2.4)

22.5
(±9.2)

25.7
(±4.4)

Table 2. Cross-validation results.

Accuracy Sensitivity Specificity
1 0.5226 0.6484 0.4167
2 0.6061 0.6458 0.5686
3 0.5707 0.4884 0.6334
4 0.6396 0.7344 0.4638
5 0.5758 0.6061 0.5455

Average 0.5829 0.6246 0.5257

Figure 2. The model architecture comprises 10,426 train-
able parameters.

comprised 10 IMID (5 SLE, 3 RA, 2 PSS) and 2 NDD
(both PD) patients and 5 healthy participants, with 7–30
samples per participant. On average, 52% of the partici-
pant’s samples represented the sleepy class.

4. Discussion

This study presented a 1D CNN model using ECG-
based respiratory rate data to predict daytime sleepiness
at the end of a 2-hour monitoring sequence. The final
model achieved a 63% accuracy between non-sleepy and
sleepy states, together with 57% sensitivity and 69% speci-
ficity. The training data included participants from six
chronic disease cohorts and healthy participants, capturing
several days and several times of the day, from afternoon
to evening. We note that notable variations in the perfor-
mance metrics were revealed in cross-validation within the
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training set. However, the average accuracy of 58% was
reasonably close to the final test accuracy. Overall, our re-
sults suggest that respiratory rate may have potential as a
disease-independent predictor of daytime sleepiness.

A well performing objective digital measure can be use-
ful for the clinical assessment of daytime sleepiness in
chronic patients. Continuous measures may capture long-
term temporal trends more easily than a PRO and enable
assessing patient state in the free-living environment, com-
prehensively describing the effect of sleepiness on the pa-
tient’s day-to-day quality of life. However, the PROs act as
a reference in prediction modelling. This complicates the
development of a model that can generalize to new sub-
jects since the scoring may differ significantly from person
to person due to individuals’ subjective experiences. Thus,
personalized models may achieve improved results.

Future studies may explore more specific respiratory
patterns from the respiratory signal, and combine with
other modalities, e.g, activity measures. Moreover, previ-
ous studies have reported that age can affect yawning fre-
quencies [10]. We note that the presented study did not in-
corporate any demographic information in the model. Per-
sonalized prediction models may overcome this and per-
form better for individual patients. Future studies should
eventually focus on developing more complex models that
can indicate the level of sleepiness, especially capturing
clinically relevant changes in daytime sleepiness.
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